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Abstract  

The rapid emergence of generative artificial intelligence (GenAI) technologies, particularly 

large language models such as ChatGPT, has catalyzed transformative shifts in linguistics 

pedagogy. This paper examines the integration of GenAI in language education, focusing on 

three critical dimensions: language analysis, assessment practices, and ethical literacy 

development. Through a comprehensive synthesis of recent empirical and theoretical literature, 

this study explores how GenAI tools enhance linguistic evaluation, automate assessment 

processes, and necessitate new frameworks for ethical engagement. The analysis reveals that 

while GenAI offers substantial affordances, including personalized feedback, real-time error 

correction, and enhanced learner autonomy, it simultaneously presents challenges related to 

academic integrity, algorithmic bias, over-reliance, and equity of access. Drawing on 

sociocultural learning theories and distributed agency frameworks, this paper proposes an 
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integrated pedagogical model that balances technological innovation with humanistic 

educational values. The findings underscore the imperative for continuous professional 

development, robust ethical guidelines, and collaborative stakeholder engagement to ensure 

responsible and effective GenAI integration in linguistics pedagogy. This work contributes to 

the evolving discourse on AI-enhanced language education by providing a critical, evidence-

based foundation for future research and practice. 

 

Keywords: Generative AI, ChatGPT, Linguistics Edagogy, Language Assessment, Ethical 

Literacy, Digital Competencies 

 

1. Introduction 

1.1 Background and Context 

The landscape of language education has undergone profound transformation with the advent of 

generative artificial intelligence (GenAI) technologies. Since the public release of ChatGPT in 

November 2022, educators, researchers, and policymakers have grappled with both the 

unprecedented opportunities and formidable challenges posed by large language models (LLMs) 

in pedagogical contexts (Kohnke et al., 2023; Stockwell, 2024). These AI systems, capable of 

generating human-like text across multiple languages and genres, engaging in natural 

conversations, and providing instantaneous feedback, represent a paradigm shift in how language 

teaching, learning, and assessment are conceptualized and enacted (Pérez-Núñez, 2023). The 

integration of GenAI in linguistics pedagogy intersects with broader trends in educational 

technology, including the digitalization of learning environments, the personalization of 

instruction, and the increasing emphasis on learner autonomy (Law, 2024). However, unlike 

previous technological innovations, GenAI tools possess capabilities that fundamentally challenge 

traditional pedagogical assumptions about the nature of language production, the role of human 

agency in learning, and the boundaries between authentic and machine-generated communication 

(Godwin-Jones, 2024). This technological disruption has sparked intense debate within the applied 
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linguistics community, with perspectives ranging from enthusiastic embrace to cautious 

skepticism (Kostka et al., 2023; Meniado, 2023). 

Contemporary language education increasingly recognizes the need to prepare learners not merely 

for linguistic competence but for effective participation in digitally mediated communicative 

practices (Braimoh, 2024). The proliferation of digital communication platforms has already 

transformed linguistic norms, as evidenced by the emergence of texting language and its 

implications for academic writing and intercultural communication (Braimoh & Ehigie, 2024). 

GenAI technologies represent the latest, and perhaps most consequential, development in this 

ongoing evolution, necessitating critical examination of their pedagogical affordances and 

constraints. The urgency of this inquiry is underscored by the rapid adoption of GenAI tools in 

educational settings worldwide. Recent surveys indicate that substantial proportions of students 

and educators have experimented with ChatGPT and similar platforms for various language-

related tasks, including writing assistance, grammar checking, translation, and conversational 

practice (Kavak et al., 2024). This widespread, often informal adoption has outpaced institutional 

policy development and pedagogical research, creating a critical need for evidence-based 

frameworks to guide responsible integration (Ma et al., 2024). 

1.2 Research Objectives 

This paper pursues three interconnected objectives that address critical gaps in the current 

understanding of GenAI integration in linguistics pedagogy: 

1. To synthesize current knowledge on GenAI applications in language analysis. This 

objective examines how GenAI tools facilitate linguistic evaluation, error detection, 

semantic analysis, and other analytical tasks that support language learning and teaching. 

The analysis considers both the technical capabilities of these systems and their 

pedagogical implications for developing learners' metalinguistic awareness. 

2. To evaluate the role of GenAI in language assessment practices. This objective 

investigates how GenAI technologies are transforming formative and summative 

assessment, including automated grading, feedback generation, and performance tracking. 
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Particular attention is given to the balance between efficiency gains and the preservation 

of human judgment in evaluative processes. 

3. To examine ethical considerations and literacy requirements for responsible GenAI 

use. This objective explores the ethical challenges posed by GenAI integration, including 

issues of academic integrity, algorithmic bias, privacy, and equity. It also identifies the 

digital competencies that educators and learners require to engage with these technologies 

ethically and effectively. 

These objectives are pursued through comprehensive synthesis of recent empirical studies, 

theoretical contributions, and critical analyses published between 2019 and 2024, with particular 

emphasis on work from 2022 onward that directly addresses ChatGPT and comparable LLMs. 

1.3 Scope and Delimitations 

This paper focuses specifically on generative AI applications in linguistics pedagogy, with primary 

emphasis on English language teaching and learning contexts, though insights from multilingual 

and comparative linguistic studies are incorporated where relevant (Igbinovia et al., 2024). The 

analysis encompasses various educational levels, from secondary to tertiary education, recognizing 

that GenAI integration manifests differently across these contexts. The paper deliberately 

concentrates on three core dimensions, language analysis, assessment, and ethical literacy, while 

acknowledging that GenAI's pedagogical implications extend to numerous other areas, including 

curriculum design, material development, and teacher professional development. These additional 

dimensions, while important, are addressed primarily insofar as they intersect with the three focal 

areas. Methodologically, this paper adopts an integrative approach, synthesizing findings from 

empirical studies, theoretical discussions, and practical implementations. It does not present new 

empirical data but rather offers a critical synthesis that identifies patterns, tensions, and gaps in 

existing scholarship. The temporal scope prioritizes recent literature (2022-2024) that directly 

engages with contemporary GenAI technologies, while situating these developments within 

longer-term trajectories in computer-assisted language learning (CALL) and educational 

technology research. 
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2. Literature Review 

2.1 Generative AI Applications in Language Teaching 

The integration of generative AI in language teaching has been characterized by rapid 

experimentation and diverse applications across multiple pedagogical domains. Kohnke et al. 

(2023) provide a foundational exploration of ChatGPT's affordances for language teaching and 

learning, identifying key capabilities including conversational practice, writing assistance, 

vocabulary development, and cultural information provision. Their analysis emphasizes that 

ChatGPT's ability to generate contextually appropriate responses in multiple languages positions 

it as a versatile tool for both in-class and autonomous learning activities. Empirical investigations 

have documented specific applications and their outcomes. Nizzolino (2024) implemented 

ChatGPT to analyze forum posts from first-year university English as a Foreign Language (EFL) 

students, demonstrating the tool's potential for linguistic-semantic evaluation, predictive analysis, 

and psychological profiling. The study revealed that while the free version of ChatGPT has input 

size limitations, its accuracy and analytical complexity remain robust, suggesting practical 

viability for resource-constrained educational contexts. Similarly, Gastel et al. (2024) conducted 

an empirical study with 35 first-year French license students, integrating ChatGPT 4 into grammar 

instruction. Their mixed-methods analysis, utilizing the EVA grid for linguistic element 

assessment, documented 40-60% improvements in grammatical mastery and text coherence, 

particularly in noun usage and functional accuracy. The pedagogical versatility of GenAI extends 

beyond direct instruction to encompass material creation, lesson planning, and differentiated 

learning support. Pack (2023) developed an evaluative framework for assessing generative AI 

affordances in language education, demonstrating through ChatGPT-based demonstrations how 

these tools can support diverse pedagogical tasks while considering student abilities, access 

constraints, and learning needs. This framework approach represents an important methodological 

contribution, providing educators with systematic criteria for evaluating AI tool appropriateness 

for specific instructional contexts. 

Comparative analyses have examined GenAI's role relative to other educational technologies. 

Zadorozhnyy and Lai (2023) explored whether ChatGPT represents a genuine game-changer or 

merely another tool in the language educator's repertoire. Their analysis of advanced GenAI 
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chatbots' potential benefits for second language (L2) written communication identified distinctive 

advantages in providing non-judgmental feedback, enabling unlimited practice opportunities, and 

facilitating both in-class and out-of-class learning experiences. However, they also cautioned 

against technological determinism, emphasizing that pedagogical effectiveness depends critically 

on how tools are integrated within broader instructional designs. Scoping reviews have attempted 

to map the emerging research landscape. Law (2024) conducted a systematic scoping literature 

review following PRISMA-ScR guidelines, analyzing 41 publications from 2017 to July 2023. 

The review identified key research areas, including attitudes toward GenAI, potential benefits, 

implementation challenges, and ethical considerations. Significantly, Law's analysis revealed 

substantial research gaps, particularly the paucity of rigorous empirical studies assessing GenAI's 

effectiveness for specific language skills, the limited engagement with ethical dimensions, and the 

need for greater stakeholder involvement in implementation processes. 

The multilingual dimensions of GenAI integration have received increasing attention. Pérez-

Núñez (2023) examined ChatGPT's potential for foreign language instruction, highlighting its 

capacity to generate authentic language samples across multiple languages and genres, provide 

cultural information, and adapt to different proficiency levels. However, the analysis also 

identified current limitations, including occasional inaccuracies, cultural biases in training data, 

and challenges in handling nuanced pragmatic and sociolinguistic features. These limitations 

underscore the continued necessity of human pedagogical expertise in mediating learners' 

interactions with AI-generated content. The integration of GenAI tools in language teaching has 

also been examined from institutional and systemic perspectives. Kostka et al. (2023) explored 

applications of ChatGPT to English language teaching, drawing from literature and describing 

experiments conducted at their university. Their analysis discusses implications for English 

Language Teaching (ELT), offering recommendations for future directions in teaching and 

research. The work highlights both the excitement and concerns among educators regarding 

ChatGPT's pedagogical use and its potential for innovation, while also noting concerns about 

academic integrity and scholarly publishing. 
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Figure 1. AI Integration Framework in Linguistics Pedagogy. This framework illustrates the 

multi-layered integration of generative AI technologies in language education, encompassing input 

technologies, three core pedagogical pillars (language analysis, assessment, and ethical literacy), 

integration mechanisms, learning outcomes, challenges, and continuous evaluation processes. 

2.2 AI-Enhanced Assessment and Linguistic Analysis 

The application of GenAI to language assessment represents one of the most consequential, and 

contested, areas of integration. Caines et al. (2023) conducted a comprehensive analysis of large 

language models' potential for language teaching and assessment technology, examining both text 

generation capabilities and performance in automated grading and grammatical error correction.  

Their findings revealed a nuanced picture: while LLMs demonstrate substantial improvements in 

content generation for instructional materials, early investigations suggest they do not consistently 

surpass state-of-the-art results in automated grading when evaluated against standard metrics. This 

finding challenges simplistic narratives of AI superiority and underscores the continued relevance 

of established linguistic features and assessment frameworks. However, Caines et al. (2023) also 

identified potential advantages in alternative feedback modalities. LLMs may offer feedback styles 

and explanatory approaches not captured by conventional error correction methods, potentially 

enhancing learners' understanding of linguistic principles. This suggests that GenAI's value in 
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assessment may lie not in replacing existing approaches but in complementing them with 

additional perspectives and explanatory resources. Meniado (2023) conducted a rapid review of 

literature on ChatGPT's impact on English language teaching, learning, and assessment, analyzing 

15 peer-reviewed articles published between November 2022 and August 2023 using the PRISMA 

framework. The review identified multiple assessment-related affordances, including the provision 

of individualized feedback, assistance with lesson planning and material development, and support 

for formative assessment processes. However, Meniado also documented significant concerns, 

including the generation of inaccurate responses, facilitation of academic dishonesty, potential 

skills deterioration due to over-reliance, and the perpetuation of biases present in training data. 

The integration of GenAI into assessment workflows raises fundamental questions about the nature 

and purpose of evaluation in language education. Amin (2023) examined how AI and ChatGPT 

transform EFL classroom support and assessment techniques, highlighting the shift toward 

automated, efficient, and consistent grading processes. The analysis emphasized GenAI's capacity 

to provide real-time practice with immediate feedback, potentially enhancing learners' proficiency 

and confidence. However, Amin also stressed that effective integration requires maintaining a 

collaborative relationship between human teachers and AI systems, with educators retaining 

ultimate responsibility for pedagogical decisions and evaluative judgments. 

The technical capabilities and limitations of GenAI for linguistic analysis have been scrutinized. 

Godwin-Jones (2024) examined distributed agency in second language learning and teaching 

through generative AI, noting that while these tools provide valuable resources for informal 

practice, corrective feedback, and exercise creation, their purely statistical models limit their 

capacity to handle nuanced social and cultural aspects of language. This limitation is particularly 

consequential for advanced learners and for pedagogical contexts emphasizing pragmatic 

competence and intercultural communication. The analysis suggests that GenAI tools are most 

effective when integrated within broader pedagogical frameworks that explicitly address their 

limitations and complement their capabilities with human expertise. The practical implementation 

of AI-enhanced assessment has been explored through various case studies and experimental 

designs. Nizzolino (2024) demonstrated how ChatGPT can assist teachers in analyzing student 

forum posts, providing linguistic-semantic evaluation and predictive profiling. This application 
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illustrates how GenAI can support teachers in managing large volumes of student-generated text, 

identifying patterns in language use, and providing targeted feedback. However, the study also 

highlighted the importance of human oversight in interpreting AI-generated analyses and making 

final pedagogical decisions. 

The intersection of assessment and language analysis extends to considerations of validity and 

reliability. While GenAI tools can process large amounts of linguistic data quickly and 

consistently, questions remain about whether AI-generated assessments capture the full 

complexity of language proficiency, particularly in areas such as pragmatic competence, cultural 

appropriateness, and creative expression. These concerns underscore the need for hybrid 

assessment models that combine AI efficiency with human judgment and expertise. 

 

Figure 2. Assessment Workflow with Generative AI in Language Education. This workflow 

model depicts the integration of AI technologies across assessment phases, from pre-assessment 

planning through AI-assisted evaluation and human review, culminating in formative feedback, 

summative scoring, and learning analytics, all undergirded by quality assurance and ethical 

oversight mechanisms. 
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2.3 Ethical Considerations and Digital Literacy 

The ethical dimensions of GenAI integration in linguistics pedagogy have emerged as a central 

concern across the literature. Ma et al. (2024) developed a comprehensive conceptualization of 

ChatGPT literacy in language education, addressing ethical use as a learning and teaching tool 

from a global perspective. Their framework identifies specific competencies related to bias 

recognition, privacy protection, and digital literacy development. Significantly, Ma et al. integrate 

ChatGPT literacy considerations into both formative and summative assessment phases, 

recognizing that ethical engagement must be embedded throughout the learning process rather than 

treated as a discrete add-on. Academic integrity concerns have received substantial attention. 

Stockwell (2024) examined the integration of ChatGPT and similar generative AI technologies in 

language teaching and learning, identifying academic integrity as a primary challenge alongside 

accuracy concerns and potential job displacement. The analysis emphasizes that while GenAI tools 

offer benefits such as non-judgmental feedback and enhanced material creation, their use raises 

fundamental questions about the authenticity of student work and the validity of assessment 

outcomes. Stockwell argues for balanced approaches that acknowledge both the hype and the 

practical realities of GenAI integration, advocating for frameworks that support ethical use while 

preserving educational integrity. Systematic analyses of ethical challenges have employed various 

analytical frameworks. Al-Aqlobi et al. (2024) conducted a SWOT (Strengths, Weaknesses, 

Opportunities, Threats) analysis of generative AI in applied linguistics, synthesizing studies from 

Scopus and Web of Science databases. Their analysis identified critical threats including risks to 

academic integrity from AI-generated content, technological and implementation challenges, and 

privacy and security concerns regarding data handling. The SWOT framework enabled 

identification of strategic responses, including promoting personalized learning, ensuring human 

oversight to maintain content quality, developing ethical guidelines to prevent misuse, and 

implementing robust data protection measures. 

The broader implications of GenAI for educational paradigms have been theorized. Kohler (2024) 

examined ChatGPT's potential impact on education through the lens of learning theories including 

Constructivism and Self-Determination Theory, utilizing the AIED (Artificial Intelligence in 

Education) framework. The analysis suggests that ChatGPT has potential to redefine existing 
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educational theories and transform teacher roles in language education. However, Kohler 

emphasizes the importance of approaching AI integration with caution and critical perspective, 

recognizing that while ChatGPT can automate certain aspects of language education, the teacher's 

role as mentor and guide remains essential. This perspective aligns with broader arguments for 

maintaining humanistic educational values amid technological transformation. The relationship 

between GenAI integration and digital literacy frameworks has been explored extensively. Kavak 

et al. (2024) examined ChatGPT use in language education, highlighting the importance of 

strategic integration and educator training. Their analysis identifies concerns regarding 

misinformation, lack of human connection, and ethical implications, arguing that these challenges 

necessitate careful consideration and systematic professional development. The study emphasizes 

that effective GenAI integration requires educators to develop new competencies, including the 

ability to evaluate AI-generated content critically, design pedagogical activities that leverage AI 

affordances while mitigating risks, and guide learners in developing their own AI literacy. 

Cross-cultural and multilingual perspectives on ethical AI use remain underexplored but critically 

important. Braimoh (2024) examined texting language as a digital symbolic current with 

implications for pragmatics and intercultural communication in the digital age, providing a 

framework for understanding how digital communication practices intersect with cultural norms 

and linguistic variation. While not focused specifically on GenAI, this work highlights the 

importance of considering cultural and linguistic diversity in developing ethical frameworks for 

AI integration, recognizing that assumptions about appropriate language use, privacy expectations, 

and educational values vary across cultural contexts. The intersection of AI ethics and linguistic  

analysis has particular relevance for multilingual education. Igbinovia et al. (2024) conducted a 

comparative analysis of verbal tenses and aspects in French, Bini (Edo), and Gungbé, 

demonstrating the complexity of cross-linguistic analysis and the challenges of developing AI 

systems that adequately represent linguistic diversity. This interlinguistic perspective underscores 

the risk that GenAI tools, predominantly trained on English and other major languages, may 

perpetuate linguistic hierarchies and marginalize minority languages and their speakers. The 

development of ethical competencies extends beyond individual users to encompass institutional 

responsibilities. Educational institutions must establish clear policies regarding acceptable AI use, 
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provide guidance on ethical engagement, and create support structures that help students and 

educators navigate ethical dilemmas. These institutional frameworks must balance the promotion 

of innovation with the protection of academic integrity and educational quality. 

 

Figure 3. Ethical Considerations Framework for AI in Linguistics Pedagogy. This framework 

positions ethical literacy at the center of AI integration, surrounded by six key ethical dimensions 

(academic integrity, bias and fairness, privacy and security, transparency, equity and access, and 

accountability), with implementation strategies at the top and stakeholder responsibilities at the 

bottom, all interconnected through feedback mechanisms. 

2.4 Challenges and Limitations 

The literature consistently identifies multiple challenges and limitations that constrain effective 

GenAI integration in linguistics pedagogy. Technical limitations represent a fundamental category 

of challenges. Caines et al. (2023) note that large language models require careful prompting and 

that outputs often need reshaping to meet pedagogical requirements. The models' statistical nature 

means they lack genuine understanding of language's social and cultural dimensions, limiting their 
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effectiveness for teaching pragmatic competence and intercultural communication skills (Godwin-

Jones, 2024). Quality and accuracy concerns persist across applications. Al-Aqlobi et al. (2024) 

identified quality and accuracy issues in AI-generated content as a significant weakness, noting 

potential for factual errors, inappropriate content, and linguistic inaccuracies. These concerns are 

particularly acute in assessment contexts, where inaccurate feedback could reinforce errors or 

mislead learners about their proficiency levels. The challenge is compounded by GenAI systems' 

tendency to generate plausible-sounding but incorrect information, a phenomenon sometimes 

termed "hallucination", which may be difficult for novice learners to detect. Over-reliance and 

skills deterioration represent pedagogical concerns. Meniado (2023) documented risks that 

excessive dependence on AI tools could lead to diminished student creativity, reduced critical 

thinking, and atrophy of fundamental language skills. This concern echoes broader debates in 

educational technology about the balance between tool use and skill development. Gastel et al. 

(2024) emphasized that AI should complement rather than replace traditional pedagogical 

methods, suggesting that effective integration requires careful calibration of AI and human 

instruction. Equity and access issues pose significant challenges. Godwin-Jones (2024) highlighted 

practical constraints, especially for less privileged populations, noting that effective GenAI use 

often requires reliable internet access, appropriate devices, and digital literacy skills that are 

inequitably distributed. Law (2024) identified the need for greater attention to stakeholder 

engagement and targeted interventions for specific language skills, suggesting that current GenAI 

applications may not adequately serve diverse learner populations and educational contexts. 

Implementation challenges at institutional and systemic levels have been documented across 

multiple studies. The successful implementation of GenAI in language education requires not only 

technological infrastructure but also policy development, professional development programs, and 

cultural shifts in how teaching and learning are conceptualized. These systemic changes demand 

substantial investment of time, resources, and institutional commitment. The challenge of 

maintaining academic integrity in GenAI-enabled environments has proven particularly vexing. 

The capacity of AI systems to generate sophisticated, contextually appropriate text on demand 

challenges traditional approaches to preventing plagiarism and ensuring authentic assessment. 

This challenge necessitates fundamental rethinking of assessment design and academic integrity 

policies, moving beyond detection-focused approaches toward pedagogical strategies that 
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emphasize learning processes and authentic engagement. Privacy and data security concerns add 

another layer of complexity. Al-Aqlobi et al. (2024) identified privacy and security concerns 

regarding data handling as a significant threat, noting that GenAI systems typically require user 

data to function effectively, raising questions about data ownership, storage, and potential misuse.  

These concerns are particularly acute in educational contexts involving minors or in jurisdictions 

with stringent data protection regulations. The limitations of current research itself represent a 

meta-level challenge. Law (2024) identified substantial research gaps, including the paucity of 

rigorous empirical studies, limited ethical discussions, and insufficient attention to specific 

language skills and diverse learner populations. This evidence gap constrains the development of 

evidence-based guidelines and best practices, leaving educators and institutions to navigate GenAI 

integration with limited empirical support. The rapid pace of technological development further 

complicates research efforts, as findings may become outdated quickly as new AI capabilities 

emerge. 

3. Theoretical Framework 

3.1 Sociocultural Learning Theory and AI Integration 

The integration of generative AI in linguistics pedagogy can be productively analyzed through the 

lens of sociocultural learning theory, particularly Vygotsky's concepts of mediation and the Zone 

of Proximal Development (ZPD). Sociocultural theory posits that learning is fundamentally a 

social process mediated by cultural tools and artifacts, with language itself serving as the primary 

mediational means. GenAI technologies represent a new category of mediational tools that can 

potentially scaffold learners' language development by providing responsive, adaptive support 

tailored to individual needs. The concept of the ZPD, the distance between what a learner can 

accomplish independently and what they can achieve with appropriate support, offers a framework 

for understanding GenAI's pedagogical potential. Kohler (2024) argues that ChatGPT can provide 

personalized and adaptive learning experiences that align with constructivist learning theories, 

potentially offering scaffolding that adjusts to learners' developing competencies. However, the 

application of ZPD concepts to AI-mediated learning raises important questions about the nature 
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of scaffolding when provided by non-human agents and about the mechanisms through which AI-

supported learning translates into independent competence. 

The sociocultural emphasis on collaborative learning and dialogic interaction provides both 

opportunities and challenges for GenAI integration. While GenAI tools can engage in extended 

dialogues and provide conversational practice opportunities (Kohnke et al., 2023), the nature of 

human-AI interaction differs fundamentally from human-human interaction in ways that may limit 

its developmental potential. Kavak et al. (2024) identified the lack of genuine human connection 

as a significant limitation, suggesting that AI-mediated interaction may not fully replicate the 

social and affective dimensions of collaborative learning. From a sociocultural perspective, the 

integration of GenAI tools must be understood not merely as the addition of new technologies but 

as a transformation of the social and cultural practices through which language learning occurs. 

This transformation affects the roles of teachers and learners, the nature of classroom discourse, 

and the broader cultural meanings associated with language proficiency and educational 

achievement. Effective integration requires careful attention to how GenAI tools are positioned 

within these social and cultural contexts, ensuring that they enhance rather than undermine the 

collaborative, dialogic processes central to language development. 

3.2 Distributed Agency in Human-AI Interaction 

The concept of distributed agency offers a productive framework for understanding the 

reconfiguration of learning processes in GenAI-enabled environments. Godwin-Jones (2024) 

draws on ecological theories and Indigenous perspectives on human-object relations to examine 

shared agency in close user-AI interactions. This framework recognizes that agency in learning is 

not solely located in individual learners or teachers but is distributed across human and non-human 

actors, including technological tools and systems. Distributed agency perspectives challenge 

traditional assumptions about authorship, creativity, and learning ownership. When learners use 

GenAI tools to generate text, revise writing, or practice language skills, the resulting products and 

processes reflect a complex interplay of human intentions, AI capabilities, and contextual factors. 

This distributed nature of agency has profound implications for assessment, as it complicates 

determinations of what constitutes authentic student work and how learning should be evaluated. 
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The framework also highlights the importance of understanding AI systems' affordances and 

constraints. Godwin-Jones (2024) emphasizes that GenAI's purely statistical model limits its 

ability to handle nuanced social and cultural aspects of language, suggesting that effective 

integration requires learners and educators to develop sophisticated understandings of when and 

how to leverage AI capabilities while recognizing their limitations. This metacognitive dimension, 

understanding the nature of human-AI collaboration, represents a critical component of digital 

literacy in GenAI-enabled learning environments. The distributed agency framework has 

important implications for pedagogical design. Rather than viewing GenAI tools as autonomous 

agents that can replace human instruction, this perspective emphasizes the need for carefully 

designed learning environments in which human and AI capabilities are strategically coordinated. 

Teachers play crucial roles in orchestrating these environments, helping learners understand how 

to engage productively with AI tools, when to rely on AI support versus developing independent 

capabilities, and how to critically evaluate AI-generated outputs. 

3.3 Digital Literacy and Ethical Competencies 

The integration of GenAI in linguistics pedagogy necessitates expanded conceptions of digital 

literacy that encompass not only technical skills but also critical, ethical, and metacognitive 

competencies. Ma et al. (2024) conceptualize ChatGPT literacy as encompassing multiple 

dimensions, including understanding of AI capabilities and limitations, recognition of bias and 

fairness issues, awareness of privacy implications, and capacity for ethical decision-making in AI 

use. This expanded literacy framework aligns with broader conceptualizations of multiliteracies 

and critical digital literacy that emphasize the social, cultural, and political dimensions of 

technology use. In the context of GenAI, critical literacy involves the ability to interrogate AI-

generated content, recognize potential biases and limitations, evaluate the appropriateness of AI 

use for specific tasks, and make informed decisions about when to rely on AI support versus 

developing independent capabilities.  

 

The development of ethical competencies represents a particularly crucial dimension of GenAI 

literacy. Stockwell (2024) emphasizes the need for frameworks that support ethical use while 

preserving educational integrity, suggesting that ethical competence involves not only knowledge 
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of rules and guidelines but also the capacity for ethical reasoning in novel situations. This 

competence includes understanding the implications of AI use for academic integrity, recognizing 

one's own responsibilities in human-AI collaboration, and considering the broader social and 

educational consequences of GenAI integration. The theoretical framework also recognizes the 

dynamic and evolving nature of digital literacy in rapidly changing technological contexts. As 

GenAI capabilities continue to advance and new applications emerge, the competencies required 

for effective and ethical engagement will necessarily evolve. This dynamism underscores the 

importance of developing adaptive, transferable literacy skills rather than focusing narrowly on 

specific tools or applications (Kohnke et al., 2023). Digital literacy in the GenAI era must also 

encompass understanding of how these technologies work, including their training processes, data 

sources, and fundamental limitations. This technical understanding enables more informed and 

critical engagement, helping users recognize when AI outputs may be unreliable or inappropriate. 

Educational programs must therefore integrate technical literacy alongside ethical and critical 

competencies, providing learners with comprehensive frameworks for navigating AI-enhanced 

learning environments. 

4. Significance of the Study 

4.1 Theoretical Contributions 

This paper makes several significant theoretical contributions to the evolving discourse on AI 

integration in language education. First, it synthesizes diverse theoretical perspectives—including 

sociocultural learning theory, distributed agency frameworks, and critical digital literacy—into a 

coherent framework for understanding GenAI's pedagogical implications. This integrative 

theoretical approach moves beyond technological determinism to examine how GenAI tools are 

embedded within complex social, cultural, and pedagogical contexts. Second, the paper extends 

existing theoretical frameworks by examining their applicability to GenAI-mediated learning. The 

application of concepts such as the Zone of Proximal Development and distributed agency to 

human-AI interaction reveals both the utility and limitations of established theories, suggesting 

directions for theoretical refinement and development. This theoretical work contributes to broader 

efforts to develop adequate conceptual frameworks for understanding learning in technology-rich 

environments. Third, the paper contributes to the conceptualization of digital literacy by 
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articulating the specific competencies required for effective and ethical GenAI engagement in 

language learning contexts. This work extends beyond generic digital literacy frameworks to 

identify domain-specific competencies related to language learning, linguistic analysis, and 

assessment practices. The resulting framework provides a foundation for curriculum development, 

pedagogical design, and assessment of digital literacy outcomes. 

The theoretical contributions also include the development of integrated frameworks that connect 

language analysis, assessment, and ethical literacy dimensions. By demonstrating how these three 

areas are interconnected and mutually reinforcing, the paper provides a more holistic 

understanding of GenAI integration than approaches that treat these dimensions in isolation. This 

integrated perspective has important implications for both research and practice, suggesting the 

need for comprehensive approaches to GenAI integration that address multiple dimensions 

simultaneously. 

4.2 Practical Implications 

The practical implications of this study are substantial and multifaceted. For language educators, 

the paper provides evidence-based guidance on GenAI integration, identifying both promising 

applications and significant challenges. The synthesis of empirical findings offers insights into 

effective pedagogical strategies, including the use of GenAI for formative feedback, the integration 

of AI tools within broader instructional designs, and the importance of maintaining human 

oversight in assessment processes. For curriculum developers and instructional designers, the 

paper identifies key considerations for integrating GenAI into language programs. The framework 

presented in Figure 1 offers a systematic approach to planning integration across multiple 

dimensions, language analysis, assessment, and ethical literacy, while attending to implementation 

challenges and quality assurance mechanisms. This framework can inform the development of 

courses, modules, and learning activities that leverage GenAI affordances while mitigating risks. 

For teacher education and professional development programs, the paper highlights the 

competencies that educators require to integrate GenAI effectively. These include technical skills 

in using AI tools, pedagogical knowledge for designing AI-enhanced learning activities, 

assessment literacy for evaluating AI-generated content and student work in AI-enabled 

environments, and ethical reasoning capabilities for navigating complex integrity and equity 
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issues. The identification of these competencies can inform the design of professional development 

initiatives. For learners, the paper's emphasis on digital literacy and ethical competencies 

underscores the importance of explicit instruction in AI literacy. Rather than assuming that learners 

will naturally develop appropriate strategies for engaging with GenAI tools, the analysis suggests 

that systematic instruction and guided practice are necessary to develop sophisticated, ethical, and 

effective AI use practices. The practical implications extend to assessment design and 

implementation. The paper's analysis suggests the need for assessment approaches that account for 

AI capabilities while maintaining validity and reliability. This may include designing assessments 

that emphasize processes over products, incorporating authentic tasks that require human judgment 

and creativity, and developing rubrics that explicitly address appropriate AI use. These assessment 

innovations can help maintain academic integrity while leveraging GenAI's potential to support 

learning. 

4.3 Policy and Institutional Relevance 

The paper has significant implications for educational policy and institutional governance. The 

ethical challenges identified, including academic integrity concerns, bias and fairness issues, 

privacy risks, and equity gaps, necessitate policy responses at multiple levels. Institutions require 

clear guidelines on acceptable AI use, assessment policies that account for AI capabilities, and 

mechanisms for detecting and addressing academic misconduct in AI-enabled environments. The 

analysis also highlights the need for institutional investment in infrastructure, professional 

development, and support services. Effective GenAI integration requires not only technological 

infrastructure but also human resources, including instructional designers, educational 

technologists, and support staff who can assist educators and learners in navigating AI tools. The 

equity concerns identified suggest that institutions must attend to access issues, ensuring that 

GenAI integration does not exacerbate existing educational inequalities. 

At the policy level, the paper underscores the importance of developing ethical frameworks and 

governance structures for AI in education. Al-Aqlobi et al. (2024) emphasize the need for robust 

data protection measures, ethical guidelines to prevent misuse, and mechanisms for ensuring 

human oversight and accountability. These policy imperatives extend beyond individual 

institutions to encompass national and international educational policy contexts. The paper also 
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has implications for research policy and funding priorities. The identification of substantial 

research gaps, including the need for rigorous empirical studies, longitudinal investigations, and 

research addressing diverse learner populations and educational contexts, suggests directions for 

research investment. Funding agencies and research institutions can use these findings to prioritize 

research that addresses critical knowledge gaps and supports evidence-based practice. Policy 

development must also address the broader societal implications of GenAI integration in 

education. This includes considerations of how AI-enhanced language education affects 

employment prospects, social mobility, and linguistic diversity. Policymakers must balance the 

promotion of innovation with the protection of public interests, ensuring that GenAI integration 

serves educational equity and social justice rather than exacerbating existing inequalities. 

5. Organization of the Paper 

This paper is organized to provide a comprehensive, systematic examination of GenAI integration 

in linguistics pedagogy. Following this introduction, Section 2 presents a thematic literature review 

organized around four key areas: GenAI applications in language teaching, AI-enhanced 

assessment and linguistic analysis, ethical considerations and digital literacy, and challenges and 

limitations. This organization enables systematic examination of current knowledge while 

identifying patterns, tensions, and gaps across the literature. Section 3 develops the theoretical 

framework that undergirds the analysis, drawing on sociocultural learning theory, distributed 

agency perspectives, and digital literacy frameworks. This theoretical foundation provides 

conceptual tools for interpreting empirical findings and understanding the broader implications of 

GenAI integration. Section 4 articulates the significance of the study, examining theoretical 

contributions, practical implications, and policy relevance.  

This section connects the paper's findings to broader scholarly, pedagogical, and policy 

conversations, demonstrating the work's relevance for multiple stakeholder groups. The paper 

concludes with a comprehensive reference list that documents all sources cited, enabling readers 

to engage with the primary literature and pursue topics of particular interest. Throughout the paper, 

three figures provide visual representations of key frameworks: Figure 1 illustrates the multi-

layered AI integration framework, Figure 2 depicts the assessment workflow with GenAI, and 
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Figure 3 presents the ethical considerations framework. These visual representations complement 

the textual analysis, offering accessible summaries of complex relationships and processes. 

The paper's organization reflects a commitment to accessibility, rigor, and practical utility. By 

systematically synthesizing current knowledge, developing coherent theoretical frameworks, and 

articulating clear implications, the paper aims to serve as a valuable resource for researchers, 

educators, policymakers, and other stakeholders engaged with the challenges and opportunities of 

GenAI integration in linguistics pedagogy. The structure facilitates both comprehensive reading 

and selective consultation, allowing readers to focus on sections most relevant to their interests 

and needs while maintaining awareness of the interconnections among different dimensions of 

GenAI integration. 
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